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Abstract. We present a concurrent extension of functional logic pro-
gramming languages together with a compositional semantics based on
labelled sequences, which takes into account the environment of the pro-
gram. This framework allows to specify, at a very high level, applications
that need concurrency and interaction with the environment. For that,
we introduce the possibility of defining processes (agents) which specify
the dynamics (evolution) of a classical functional logic program, includ-
ing its communication with the environment. The resulting formalism
integrates in a uniform way the main features of functional, logic and
concurrent programming.

1 Introduction

The aim of a functional logic programming language is to combine, in a uni-
form way, the main advantages of both functional programming (e.g., efficient
reduction strategies, higher order facilities etc.) and (constraint) logic program-
ming (e.g., goal solving, computation with partial information (logical variables)
etc.). The integration of functional and logic programming languages has been
launched by Robinson and Sibert in [25]. Since then, a plethora of such declar-
ative languages has been proposed, see [14] for a survey, and [16, 20] for recent
contributions.

However, pure declarative languages (either functional or logic) fail to provide
the possibility of high-level description of concurrent real-world applications; by
concurrent applications we mean programs describing several processes which
may be executed concurrently and cooperate together to achieve their (different)
specific tasks (via communication or sharing critical resources), as for example
an application involving several UNIX processes.

Thus, many concurrent extensions of declarative languages have been pro-
posed. However, these extensions encode processes, whereas we consider pro-
cesses as basic concepts in the same way as functions or predicates.

The main contributions of this paper can be summarised as follows:

* This work has been partially supported by the PROCOPE programme under grant
number 99093.



— We propose a framework of concurrent functional logic programming lan-
guages where concurrency is expressed by means of processes (or agents).
These processes are described in process algebra style, whereas functions
and predicates are defined in classical functional logic formalisms.

— Our operational semantics distinguishes clearly between the implicit paral-
lelism that may be used to evaluate functional logic expressions (e.g., parallel
evaluation of function arguments or different kinds of and-parallelism, as for
instance [21, 23]) from concurrency which is explicitly specified by a program-
mer to meet the intrinsic concurrency of a system (e.g., UNIX processes).

— Our framework provides some elementary actions which allow programs to
interact with their environments. We found these primitives very useful in
some realistic case studies.

— We give a semantics for terminating or nonterminating programs. This se-
mantics is compositional and takes into account the possible interactions of
a program with its environment (which is not part of the program itself).

This paper reviews and extends a previous version [5] and provides a com-
positional semantics.

The rest of this paper is organised as follows: In the next section, we introduce
an abstract syntax for a concurrent extension of functional logic languages. In
Sect. 3, we describe an operational semantics of the proposed languages. A com-
positional semantics based on labelled sequences is subject of Sect. 4. In Sect. 5
we compare briefly our proposal to some related existing languages. Section 6
concludes the paper and gives some directions of future work.

2 Syntax

Many frameworks have been used to define the integration of functional and
logic programming paradigms. Without loss of generality, we consider here Horn
clause logic with equality (HCLE) as the basis of a functional logic language, e.g.,
[12, 3]. Our approach of concurrent functional logic programs can be generalised
easily to other frameworks such as Curry [16] or Escher [20]. Hereafter, we assume
that the reader is familiar with the classical notions about HCLE.

Let P = (¥, Cl) be a HCLE-theory presentation where X = (S, 2,1I) is
a many-sorted first order signature with equality and Cl a finite set of clauses
defining the operator symbols in {2 as well as the predicate symbols in IT, S
being the set of sorts. Roughly speaking, P constitutes a functional logic pro-
gram. The operational semantics of such programs, which is classically based
on rewriting, narrowing or (extended) SLD-resolution, allows the evaluation of
functional expressions as well as goal-solving.

The theory presentation (or program) P describes a concrete system. But
as the latter is a part of the real world, and the world changes, the theory
modelling a part of the world has to change too, i.e., to be modified. So in this
paper, we suggest to extend functional logic languages with processes controlling
the evolution of an initial program F, through a finite or infinite sequence of



changes as it is shown below:
Py=(2,Cly) — P=(X,Clh) — Po=(X,Cly) --- (1)

In fact, the derivation (1) rather corresponds to a run (or behaviour) of an
extended automaton. To motivate the need for systems having runs such as (1),
we consider two examples.

The first one is a system keeping the temperature of a room about a given
value (Tm,g). It has a sensor for the current temperature (Te,) in the room
and can command an air conditioning device (AC) to heat up or cool down the
room. Then a possible instance of (1) may be: Py describes an “initial” state,
e.g., Clo = {Tovg == 18; Tepn, == 18}; P is obtained from Py by a modification
of the desired temperature of the room, e.g., T4y == 20; and P> reflects the
effect of starting the heating, e.g., Te,, has raised to 19. As a second example,
consider the well known dining philosophers problem. In that case, each P; can
be seen as a description of the situation of the philosophers, i.e., who is thinking
and who is eating; P; may be obtained from P, after a philosopher stops eating
and P, may be obtained from P, after a philosopher starts eating.

Note that each P; in (1) constitutes a functional logic program and that its
standard operational semantics can still be used. So we can for example calculate
the pressure in the room, or ask for the philosophers who are eating, etc.

In the rest of this section we sketch an abstract syntax of a concurrent exten-
sion of functional logic programming languages. Informally, a concurrent func-
tional logic program P will consist of five components, (X%, Procs, Cly, ag, o).
XY@ is a set of declarations (signature) of different entities used in P and Clg is
the initial functional logic program which can be modified by the processes de-
fined in Procs. ag stands for the initial process (agent) to be run and o completes
Cly by giving initial values to “changing constants” (variables). Thus we intro-
duce first the notion of a concurrent functional logic signature. Then we define
a set of elementary actions, i.e., the primitives by means of which a process can
modify a theory presentation (i.e., a functional logic program). Thereafter we
introduce the notion of a process term, the operators on process terms and the
“clauses” defining processes, namely procedures. Finally, we give the definition
of a concurrent functional logic program.

2.1 Concurrent Functional Logic Signature

Definition 1. A concurrent functional logic signature X% is a tuple
(S,02,I1,Q,Z,V) such that:

— (8,90,10) is a first-order signature with equality, i.e., S is a set of symbols
(of sorts), £2 is a (ST-indexed) family of operator-symbol-sets and II is a
(S*-indexed) family of predicate-symbol-sets including equality.

= Q= Uyucs+ Qu is a (S*-indexed) family of symbol-sets, called procedures or
processes. We assume that success is an element of Q.'.

! where II. denotes the set of parameterless procedures (¢ is the empty sequence).
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= is a set of symbols for “external machines” representing the external pro-
grams or physical devices with which the program can communicate.
- V=ViuVo UV, UV is a set of variables, where:
o Vi = U,es(Vi)s is a (S-indeved) family of symbol-sets, called internal

variables.

o Vo =U,es(Vo)s is a (S-indexed) family of symbol-sets, called external
variables.

o Vi = U,es(VL)s is a (S-indeved) family of symbol-sets, called queue-
variables.

e Yu e Vi, empty, € II..
o Vo = UEGE(VC)5 is a (E-indexed) family of (S-indexed) families of
symbol-sets, called channel-variables.

The internal variables (V) are similar to variables known in imperative pro-
gramming languages: they are initialised before program-execution and are mod-
ifiable via assignment. The external variables (Vo) are similar to sensors: their
value is determined by something outside the system. The queue-variables (V)
are used to model the reception of values from an external machine via a FIFO-
channel: arriving messages are implicitly buffered in the order of arrival. For each
channel-variable v, we suppose the existence of the predicate empty, indicating
if the associated channel is empty. In the sequel, the set of all internal, exter-
nal and queue variables, i.e., Vi; = V7 U Vo UV, will be called state variables
(Vst). The channel-variables (V) denote a part of the communication interface
with external machines, i.e., they represent the channels by means of which we
can send messages to external machines. In this paper we do not consider how
external machines implement the reception of messages. Nevertheless, whenever
an external machine is modelled by a concurrent functional logic program, the
reception of messages may be buffered (via queue-variables) or not (e.g., via
external variables).

Example 1. According to the notations of Definition 1, we define the following
concurrent functional logic signature for the temperature-controller example:

S = {Nat; Mode}

2 = {0— Nat; succ: Nat— Nat; pred: Nat — Nat; Tyin — Nat; Tyae — Nat}
IT = {stop; heat; cool}

Q = {stop; heat; cool; success}

Vi = {Tiavg }» Vo = {Tenv}, Vi = {Tavg } Ve=9

= = {AC}

We use external variables for a sensor (Tey,) of the current temperature and a
queue-variable for a control device (Tgyy) through which a user may communicate
to the system the desired average temperature. T},,4 is an internal variable used
to memorise the current value of T,,,. AC stands for “Air Conditioner” and
represents the physical machine that will receive the orders “stop”, “cool” or
“heat” from the temperature controller. The program for the controller is subject
of Example 3.



2.2 Process Terms, Procedures and Programs

In the following, we suppose given a concurrent functional logic signature X%
and denote by T'(X, X) (resp., A(X, X), G(X, X) and Horn(X, X)) the set of
terms (resp., atoms, (finite) conjunctions of atoms and (definite) Horn clauses)
built from the (first-order) signature X' = (S, §2, IT) with variables X.

The following definition introduces the notion of elementary actions, that is
to say the kind of operations which, when executed, make a theory presentation
(i.e., a functional logic program) P; evolve to P;y1 as in (1).

Definition 2. Let V), be the set of local variables needed to define the process
p, and X a set of variables. Then the set of elementary actions A°(X°,V;, X)
over the variable-sets Vi, and X is the smallest set (for inclusion) such that:

. Nop € A°(X9V,, X)
Vel € Horn(X, X), Tell(cl) € A%(X°9,V;, X)
Vel € Horn(X, X), Del(cl) € A%(29,V,, X)
. Vx € (V),Vt € To(X, V)2, (z:=1t) € A%(X9,V}, X)
VE € E,VA € A(X, X), Send(€, A) € A%(X9,V,, X)
. VE € EVx € (Vo)s,Vt € Ts(X,V,,), Send (€, (z:=1t)) € A%(X°,V,, X)

Nop is the invisible action without any effect. The elementary actions Tell
and Del are dual: they are used to add and remove a clause from the current
theory. “:=” assigns the value3 of the term ¢ to an internal variable v. Finally,
Send allows the communication with the external machines via message-passing.
These messages can be of two forms: an atomic formula or an affectation of a
channel-variable. There are no elementary actions associated with the external
and the queue-variables: their management is supposed to be external.

An action a (€ A(X?,V,, X)) is a set of elementary actions satisfying:

1. VTell(cl),Del(cl’) € a, cl is not a variant (equal up to renaming) of ¢l’,
2. V(z:=e),(y:=f)€a,z#y

These conditions imply that an action is consistent: so a double affectation or
the simultaneous addition and removal of a same clause (modulo renaming of
variables) are not allowed. Therefore the order of elementary actions in an action
is insignificant, and an action can be considered as “atomic”.

Definition 3. A process term (or an agent) a (containing the set V,, of local
variables) is described by the following grammar:

a = qty,--ta) | [9=a] | (a5a) | (afla) [ (a+a) | (a®a)

q(ti,...,t,) is a procedure-call q (€ Q) with parameters t; € T(X,V,). The
process term [g = a] describes the atomic execution of the action a, given the
validity of the guard g (€ G(X,V},)) in the current store (i.e., the current theory).

> Ty(X, X) denotes the set of terms of sort s (T(X,X) = U, Ts(Z, X)).
3 note that t’s free variables have to be local in the procedure p.



In reference to process algebras [2], we call ; the operator of sequential com-
position, || the operator of parallelism and + the operator of non-deterministic
choice. The operator & is not very common: we call it operator of choice with
priority. It is necessary to model certain (critical) applications, where non-
determinism is inadmissible [1]. The intended meaning of a; @ as is to execute
a, iff a; cannot be executed.

In the sequel, we will write PT(X?,V;, X) for the set of process terms, and
RPT(X9,V,, X) for the set of process terms containing neither [g=>a] nor @.

Definition 4. A procedure is defined by a formula of the following form:

m
P(T1,. .., 2n) = @([gijai];ai)
i=1
where (for each i) g; is a guard (i.e., in G(X,{x1;...;2,})), a; is an action
(i.e., in A(X9 {x1;... ;2,}, X)) and a; is a process term containing neither &

nor [g=>a] (i.e., in RPT(X% {x1;... ;2,}, X)), with the z; as (local) variables
of the procedure p.

Ezxample 2. Consider the problem of the “Dining Philosophers.” We model the
situation with two predicates: fork(z) and is_eating(y). The former represents
the fact that fork x is lying on the table, and the latter affirms that philosopher
y is eating. Then we can model the behaviour of a philosopher by the two
procedures shown in Fig. 1, corresponding to the two different behaviours of
a philosopher: either a philosopher thinks or eats. Note that we do not use low-
level synchronisation (like semaphores) and auxiliary constructions (as placing
the table in a separate room or asymmetric philosophers).

Del(fork(z))
i fork(w) A rk(x mod n ; eats(z,n
st < (2 = { U o st

{ Del(is_eating(z)) }
eats(z,n) « [TRUE=-< Tell(fork(x)) |; thinks(z,n)
Tell(fork(z 4+ 1 mod n))

Fig. 1. Procedures for the dining philosophers example

Now we can define a concurrent functional logic program.

Definition 5. A concurrent functional logic program P is a tuple
(X9, Procs, Cly, ag, (01)0) such that:

— X9 is a concurrent functional logic signature,
— Procs is the set of procedures of the program,



— Clg is a set of Horn clauses with equality, called the initial clause set,

— ag € PT(ZQ7 &, X) is the initial process term, containing no free variable,

— (o1)o is a valuation (i.e., a total substitution) over Vi, called initialisation
(for the internal variables).

According to Definition 5, a concurrent functional logic program has two
parts: a static one (X9 and Procs) and an initialisation. The former will be
modifiable neither by the actions nor by the environment. The latter describes
everything that is modifiable.

((S,(2U V), IT), Clg U (o1)o) is the initial theory which can be modified by
the execution of actions, for example via addition and removal of clauses. ag is
the initial process which will modify the state of the system via the application of
transition rules. (oy)o initialises the internal variables; the external and queue-
variables are initialised by the environment. This distinction reflects the fact
that the programmer may ignore the (initial) environment.

Ezxample 3. We give now the program for the temperature-controller mentioned
at the beginning of this section. We take for X% the concurrent functional logic
signature of Example 1. The procedures corresponding to the three states of
the controller, e.g., to heat, to cool or to do nothing (stop), are defined by
Fig. 2. The initialisation is defined by the initial theory Cly = {pred(succ(z)) ==
z; Tiin == pred(Tiavg); Tmaz == succ(Tiang)}, the initial process ag = stop
and the initial value for the internal variable (o7)o = {Tiavg — 20}. S

heat < cool <

[Tenw > Tmaz = Send(AC, cool)]; cool [Tenv < Tynin = Send(AC, heat)]; heat
@b [Tenv > Tiavg = Send(AC7 StOp)], stop (S5) [Tenv < vag = SEI'Id(AC7 StOp)]7 stop
@ [TRUE = (Tiavg := Tang)]; heat @ [TRUE = (Tiavg := Tang)]; cool
stop <=

[Tenv < Timin = Send(AC, heat)]; heat
D [Tenv > Timaz = Send(AC, cool)]; cool
® [TRUE = (Tiaug := Tavy)]; stop

Fig. 2. Procedures for the example of a temperature controller

3 Operational Semantics

In this section we give the operational semantics for the concurrent functional
logic programming languages sketched before. The operational semantics of a
concurrent functional logic program P is defined by a transition system Tt(P)
(presented in Sect. 3.2) integrating two types of transitions corresponding to the
two orthogonal aspects of concurrent functional logic languages: those describing



the evolution of the theory description (i.e., the execution of processes) and those
dedicated to goal-solving (i.e., the use of the current theory as a functional logic
program).

3.1 Describing the evolution of the theory

We first define a transition system Tr(P) which models (only) the evolution of
the theory description (in its environment), i.e., the execution of processes of P,
without taking care of goal-solving. Therefore, we introduce first the notion of
configurations which will serve as the states of Tr(P). Then we specify the oper-
ational semantics of the (elementary) actions, and finally present the transition
system Tr(P).

Definition 6. A configuration is a tuple {(a,(Cl,or),00,L) such that:

— a is a process term, i.c., in PT(X9, @, X),

— Cl is a set of Horn clauses with equality,

— o1 (resp., 00) is a valuation for the internal (resp., external) variables and

— L is a mapping defining the content of the queues corresponding to the queue-
variables V.

A configuration represents the current state of the system: a is the current
process and the pair ({Cl, o), 00, L) represents the current theory or store. The
distinction between Cl and o7 on the one hand and L and oo on the other hand
reflects the fact that (elementary) actions modify the set of clauses and the inter-
nal variables directly, whereas the handling of the queues and external variables
is implicit. In the sequel, Config(X?, X) will denote the set of configurations.

For an atom A and a configuration C = (a, (Cl, 01),00, L), we say:

— If A= empty,, then A is called valid in C iff L(v) = nil.

— If A # empty,, then A is called wvalid in C iff o(Cl) | o(A), with ¢ =
orUoopUor,, where oy, is a substitution which associates a queue-variable with
the first element of its corresponding FIFO-channel, and = is the standard
validity of first-order logic.

A guard g is valid in a configuration C iff all of its conjuncts are valid in C. We
note the validity of g in C by C |= g.

The execution of actions is expressed by means of the auxiliary function do
describing the transformations of theories (stores).

Definition 7. Let oy, be a substitution for the queue-variables as before, and oy a
substitution for the local variables of a procedure. Let further o0 = o1UopoUopUay.
The (partial) function do is defined by:
— do(Nop, oo, L,0;)({(Cl,or)) = (Cl,oy)
—do(Tell(¢l),00,L,01)((Cl,or)) = (ClU{or(oi(cl))}, o1)
= do(Del(cl), 00, L,01)((Cl,or)) = (Cl\{or(ou(cl))}, o1)

where Cl stands for the clause-set obtained from Cl via variable renaming
~do((z:=¢e),00,L,01)((Cl,o1)) = (Cl,or < {x + (a(e))})*

where t! denotes a normal (simplified) form of the term t



—do(Send(§, A), 00, L,07)({Cl,o7)) = (Cl,or)
— do(Send(§, (x:=¢€)),00, L,07)({Cl,01)) = (Cl,or)

The function do gives the following semantics to the elementary actions:

— Nop is the identity,

— Tell allows to add a formula in which all local and queue-variables have been
substituted,

— Del removes a formula (after replacing the local and queue-variables) modulo
renaming of bounded variables (we remove the corresponding equivalence
class),

— “=" changes the value of an internal variable (the new value is the normal
form (symbol “I”) of the expression e, where all state and local variables
have been replaced by their current value),

— Send does not alter the configuration — it is nevertheless different from Nop,
because its implicit semantics is to send a message to an external machine.

We will note do the straightforward extension of do over actions.

The execution of an action has no effect on external variables. But all the
queue-variables used in an action (denoted by Vi ([g=a])) are modified: the first
message in the associated queues is removed after the execution. We describe
this by the function newlL:

newL([g=a],L) =L <1 {v tail(l) | veVr([g=a]) and | = L(v)}

The transition system Tr(P) modelling the evolution of a process (in a system
described by P) is a triple (Config(£?, X), —,Co), where Cy is an initial con-
figuration (i.e., Co = (ag, (Clo, (01)0), (c0)0, D) ((00)o being a valuation of the
external variables)), and the transition relation is defined by a set of inference
rules given in Fig. 3. In this section we will not consider the transition-labels. In
fact, they are used in Sect. 4 to construct a compositional semantics.

According to rule (R1), the process success is always executable and its ex-
ecution yields the special symbol SS. The latter witnesses the successful ter-
mination of processes. Rule (R2) concerns the execution of a process [g = a],
where a € A(X9,@,X) and g € G(X, 9), i.e., [§= a] contains no free variables.
The action a is executed, when the guard g holds in the current configuration
and no queue used in the guard or the elementary actions is empty. The trans-
formation of the configuration is described using the functions do and newL
defined above. The substitution o; in rule (R3) replaces the formal parameters
of the procedure p, i.e., x1,... ,z, by the actual arguments, i.e., t1,... ,t,, thus
op={x;—t; | i €{1;...;n}}. Sorule (R3) tells us that if the body of p (after
applying ;) can make a transitions, then the call p(¢y,... ,t,) can do alike.

The rules concerning the operators of sequential composition, of parallelism
and of choice are as usual. Due to space limitations we do not show the symmetric
version of the rules (R5), (R5") and (R6).

Y (o <{z—v})(x) =vand (o0 < {x+— v})(y) = o(y) when z # y.



SuccessP
Pt

(success, (Cl,01),00, L) (SS,(Cl,o1),00,L)

(lg=>al],(Cl,o1),00,L) Eg Vx € Vi([g=a]), L(z) # nil

(lg=al,(Cl,01),00, L) lg=al?
(SS, do(a,00,L,2)({(Cl,o1)),00, newL([g=a], L))

p(z1,...,2Tn) < @;”:1([93- =a,l;a;) € Procs
aP
(D], ou(lgi = aj];05),(Clor), 00, L) = (a,(Cl',07),00, L")
(p(t1,... ,tn),(Cl,01),00,L) 2 (a,(Cl',07),00, L")

<a17 <Cl701>7UO7L> a_p> <a/17 <Cl/,0'}>,Uo,L/>

(a1;02, (Cl01),00,L) <> (ah;as, (C,07),00, L)

if a} # SS

a

(a1, (Clyor),00,L) 25 (SS,(Cl',a7),00,L)
(a1; a2, (Clor), 00, L) 2> (as,(CU,0}), 00, L")

<a17 <Cl,U[>,O'o,L> 3_p> <al17 <Cl/,0'}>,0'o,L/>

aP ’ /
{a1 || a2, {(Cl,01),00,L) = {(ai || a2,{Cl',07),00,L")

if aj #SS

(a1, (Cl,o1),00,L) 2 (SS,(Cl',a}), 00, L")
(a1 || az, (Cl,01),00,L) 2> (a2, (Cl,0}),00,L')

<C117 <Cl701>7UO7L> 3_p> <a/17 <Cl,,0'}>70'o7L/>

a

(a1 + a2, (Cl,o1), 00, L) = (a4, (Cl',0%h),00, L)

(R6)

<a17 <Cl70'1>,UO7L> a_p> <a/17 <Cl/70'}>,0'o,L/>

(R71) -
<Cl1 D ao, <Cl,U[>,O'o,L> N <al1, <Cl’,o’l1>,ao,L/>

2/’ \P
<a27<0l70[>,UO7L> L <a/2/7<0l//70/1/>7007L//>
17\p
(a1 @ az, (Clyo1), 00, L) 25 (a, (C1",0%),00,L")

a P
if 3 0l (£ @),a’, OV, L' < (1, (Clyou), 00, L) = (o, (CU,00),00, L)

(R7r)

Fig. 3. Transition rules
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3.2 Operational Semantics of a Program

For a concurrent functional logic program P = (X%, Procs, Cly, ag, (071)o), the
operational semantics is composed of two orthogonal parts: the transition sys-
tem describing the state changes (given in Sect.3.1) and the goal-solving, based
on a complete system for functional logic programs such as (extended) SLD-
resolution, rewriting, narrowing, etc. Thus, the operational semantics of a con-
current functional logic program P is defined by a new transition system Tt(P)
that combines dynamic rules (which change the theory) and “static” inference
rules (that solve goals). This transition system is a triple Tt(P) = (Q,—, qo)
where Q = (Config(£°9, X)) x (Goal x Goal x Subst) with Subst is the set, of substi-
tutions over terms T'(X, X), qo € Q is the initial state of the system of the form
q0 = {Co, (G, G, D)), where Cy is an initial configuration for P and G is a goal
to solve. The transition relation —— is defined by the two following “abstract”
rules.

Rule (STA) concerns the goal resolution. G1 ~, G2 means that the new goal
(G5 is deduced by the inference rules of a functional logic language.

G1~4 G

(5TA) (€ (G,G1,0)) — (C,(G,Ga,000))

As usual in the description of functional logic languages, (STA) describes only
one possible step; in fact, an implementation has to take into account the set of
all possible applications of (STA), by for example depth-first (backtracking) or
breadth-first traversal strategy of the search space.

The second rule describes the states changes of the system. C — C’ witnesses
the change of configuration according to the rules in Sect. 3.1.

cC — ('

(DYN) C(G.G",9)) — (C(G,G, o))

Thanks to this operational semantics, we can solve goals while the processes
are running. So we might ask in the dining philosophers example the question
is_eating(Z) in order to know which of the philosophers are currently eating. As
the philosophers continue to run, we will get different answers to this question,
depending on the time when we ask.

4 A Compositional Semantics Based on Labelled
Sequences

In this section we present a compositional denotational semantics for the lan-
guages presented before. Compositionality allows the inference of the semantics
of a program from that of its components. Thus compositionality eases reusabil-
ity as well as program analysis and validation and so it is most desirable for
building large systems.
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Let P be a concurrent functional logic program. A first semantics for P,
denoted by 7 (P), may be defined as the set of possible executions or traces of
Tt(P), such as in (1). An element in 7 (P) is a sequence of actions which can be
observed by executing P. For example, the sequence of actions a1 -as-ag-aq---
is a trace of the run

PP p P tp (2)

It turns out that this semantics is not compositional. Indeed consider the
following counter-example:

Ezxample 4. Consider the following three processes:
a; = @ = success, az = R = success and ag = Tell(Q);success

Then, starting with an empty store (theory), we have: 7(a;) = 7 (a2) = @,
whereas 7 (a; || a3) # T (az || a3)

The source of the non-compositionality is that sequences as (2) represent
only the behaviour of the process under consideration without taking into ac-
count their context, that is to say possible actions of other parallel processes or
the environment. Thus two processes, e.g., a; and as, though having the same se-
mantics, may behave differently in some contexts, e.g., when executed in parallel
with as.

4.1 Semantics T’/

To overcome the defect of non-compositionality, the semantics of a process a has
to take into account the possible contexts within which it may run. Thus we
provide a new transition rule ((R8), see Fig.4) which allows a process to make
assumptions about the behaviour of other processes executing concurrently on
the same store. This new rule mimics exactly rule (R2), the only difference
is the transition-label (and the unmodified agent a). Figure 4 gives also the
rules concerning the modelling of the environment: rule (R9) models the changes
of external variables by the environment, rule (R10) describes the arrival of
new values at the end of the queues associated with the queue-variables®, and
rule (R11) the reception of an atomic formula which is immediately added to the
store. In practice, the predicate building this atomic formula has to be declared
as a communication predicate in order to be acceptable in the receiving store.
Furthermore, to distinguish between the actions actually executed by the
process (via the rule (R2)) and assumptions about actions executed by someone
else (i.e., applications of rule (R8)), we label the actions in the traces. A labelled
sequence is a sequence of labelled actions, as it can be obtained as an execution
trace of the transition system Tr(P) (presented in Sect. 3.1 plus rule (R8), but
now including the transition labels). These labels ({p,o0,e}) are used as indica-
tors for the “author” of the corresponding action. In extension to [10], we have

5 « denotes the enqueue-operation.
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(RS) <a7<Cl7UI>aUOaL> ):g vaVL([gia])v L(m);éml

(a, (Cl 1), 00, L) 2225,

(a,do(a,00,L,2)((Cl,o1)),00, newL([g=al, L))

(R9) —

(a,(Cl,o1),00,L) o =v, (a,(Clyo1),00 < {vo +— v}, L)
(R10) T

(a,(Cl,o1),00,L) —— (a,(Cl,01),00,L <{vr — (L(vr) < v)})
(Rll) Receive(A)®
<Cl, <Cl,0'[ 7GO7L> I <Cl, <Cl J A>7015007L>

Fig. 4. Rule for modelling modifications by concurrent processes on the same store

three possibilities: the process itself, p, another process, o, (which is executed
concurrently on the same store) or the environment, e, (an external machine)
which modifies the external variables or sends values to the queue-variables. It
is necessary to distinguish between other processes and external machines, be-
cause the actions of other processes could be executed by the process itself (the
rules (R8) and (R2) are identical except the label), but the actions of external
machines cannot.

Definition 8. The semantics 7" is a function associating to a process term (for
a program P and an initial configuration Co) the set of (finite and infinite) traces
that can be produced by an execution via the transition system, starting with Cy.

4.2 Semantic Operators

In this paragraph, we will define the semantic operators corresponding to those
defined on processes, i.e., 7, ||, + and @. The goal is to define the right operators
on the semantical level that allow the definition of a compositional semantics.

For j and ||, we define first the corresponding partial operators on sequences
(represented equally by 7 and ﬂ ); the extensions to sets (of sequences) are
straightforward and given later.

Sequential Composition. To execute the processes a; and as one after another
means to execute first a; and then as; in addition, to make a; executable, it
may be necessary to make some assumptions (i.e., transitions using rules (R9)
to (R8)) about the behaviour of other processes and the environment. The same
holds for ay once a; has terminated (if ever). So a sequence s can only be in
T'(a1;0a2) if (by only changing the labels) s can be seen as both, an execution
trace of a; followed by an assumption of a; and an execution trace of ay preceded
by an assumption of a;.

13



1 2
Let 51 = (a;)ienv and s2 = (a;*);ew be two labelled sequences such that
there are m € IN and n, u € IN U {oo} satisfying the following conditions:

— m+ u < n (a; has finished before as starts),

— >0 (a; “does something”),

— Vj such that 0 < j < m and m + p < 7, le € {e;0} (a1 “does not do
anything” before step m and after step m + p),

— Vjs.t.0<j<n,z5c{eo} (az “does not do anything” before step n), and

— vy, :ch = e iff 22 = e (in both sequences, the interactions with the environ-
ment take place in the same steps).

ifi<n

otherwise

1

_ )T

)icln Where y; = )
€Ty

Then we define s; ; so = (af*

Parallelism. To execute two processes in parallel, both processes have to make
assumptions about the execution of the other. If this is the case, the actions
executed by the parallel composition are the actions executed by the processes.
Obviously, both processes cannot execute an action at the same time.

1 2
Let s1 = (a; " );env and s3 = (a; " );env be two labelled sequences.

pifzl =pandz?=o0
o1 2
~ . ifx; =oand z7 = p
Then define s; || s = (a%);eny where y; = 4 P 1.4 ’
2 = @ )iew Yi o ifrl =oand 27 =o
e ifrl =eand 2? =e

Eztension of these Operators. Since arbitrary assumptions can always be made,
it is sufficient to consider the cases listed above, and to leave ; and || undefined
on all sequences of different kind. The extension of those operators to sets of
sequences is defined in the obvious way:

AT B={s | 3s1 € A,3sy € B such that s; ] s5 = s}
A||B={s | 3s; € A,3s, € B such that s; || so = s}

Non-Deterministic Choice. It is possible to execute both processes. Therefore
we simply have + = U.

Choice with Priority. When executing a; @ as, the process ay is executed iff in
the configuration in which rule (R7r) is applied, rule (R71) cannot be applied.
This means in terms of sequences, that there is no sequence for a; that makes
the same assumptions as the sequence for a; and has its first action labelled p.
To put this formally, we introduce the notion of a hypothetical prefiz.

Definition 9. The hypothetical prefix of a labelled sequence s = a§1~ e -afl”_’ll .
aP.s', where all {; € {o,e} is the (finite) labelled sequence prh(s) = a’*- .. -ai"’:f.

We define S; & So = S1U{s | s € Sy and Vs’ € Sy : prh(s) # prh(s')}.
From the definitions above, we can prove the following equalities which ex-
press the compositionality of the semantics 7.

14



Theorem 1 (Compositionality of 7"). Let a;,a; € PT(X9, @, X). Then the
following equations hold:

T'(a1 || a2) = T"(a1) || T'(a2)
T'(a1;02) = T'(a1) 3 7' (a2)

T (a1 +az) =T'(a1) + 7T'(a2)

T' (a1 ®az) =T (1) © T'(a2)

5 Related Work

As mentioned in the introduction, many authors noticed the need of adding
concurrency to declarative programming languages. We do not survey all the
propositions in the area, but focus on some of those which are close to our pro-
posal. Our proposal departs radically from the classical concurrent extensions of
declarative languages in the sense that it does not encode processes but considers
them as first class citizens.

Concurrent Functional Programming. Both CML [24] and Concurrent Haskell
(CH) [22] propose concurrent extensions for functional languages by adding to
ML resp., to Haskell new primitives which can be used to “encode” concur-
rent systems. In CH, the authors defined new primitive operations based on
monadic IO. These primitives are forkI0 and those forming the data type
MVar, namely, newMVar, takeMVar and putMVar. The forkIO primitive allows
to start a new parallel process, whereas the MVar data type is used to describe
atomically-mutable state. Thanks to this data type “more friendly abstractions”
[22] for communication and cooperation of processes (as for example quantity
semaphores QSem) can be implemented. A CH-program for the dining philoso-
phers is given in Fig.5. This program tries to simulate the behaviour of the
program given in Fig. 1, i.e., a philosopher takes the two forks atomically. Thus,
contrary to Fig.1, the programmer has to encode the currently available forks
as well as the associated operations (e.g., getForks, putForks, possible and
newForks).

As for CML, parallel processes are implemented by “a number of threads,
which use message passing on typed channels”. The implementation of threads
and their communication is made by set of primitives: spawn (resp., channel)
allows to create new threads (resp., channels). The primitives sync, transmit,
receive, choose and wrap are used to achieve synchronisation and communi-
cation between threads.

Though these primitives of CML or CH look very interesting for concurrent
programming, they are still low level: We find it more abstract to use new lan-
guage constructs to express concurrency. Indeed, in our framework processes are
specified independently from functions and predicates. Furthermore the proposed
primitives of (CML and CH) do not distinguish between parallel evaluation of
functional expressions and concurrent execution of processes. As a consequence
of this last point, there is no hope to extend, in a straightforward manner, the
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phil s i = think >> getForks s i >> eat >> putForks s i >> phil s i

getForks s i = takeMVar s >>= \ fl ->
if (possible f1 i)
then putMVar s (newForks f1 i)
else (putMVar s f1 >> threadDelay 1000 >> getForks s i)

putForks s i = takeMVar s >>= \ forks ->
putMVar s (i : (((i+1) ‘mod‘ n) : forks))

possible 1 i = and [i ‘elem‘ 1, ((i+1) ‘mod‘ n) ‘elem‘ 1]

1

if (or [f == i, £ == ((i + 1) ‘mod‘ n)])
then (newForks f1 i)
else (f : (newForks f1l i))

newForks [] i
newForks (f:fl) i

think = ... eat = ...

Fig. 5. Dining Philosophers in Concurrent Haskell

operational semantics in order to allow interactive goal-solving. Also, there is no
direct support for building atomic actions as we used in our modelling of the
dining philosophers program.

LOTOS [17] is a language which integrates process definitions with functions.
It allows the definition of processes using classical process algebra operators. LO-
TOS also provides the possibility to define functions in equational logic. However,
communication between processes in LOTOS is performed via connected gates in
contrast to our framework, where processes communicate via the store. Our state
variables (V) play almost the same role as LOTOS gates. But one of the main
advantages in using state variables is the possibility to broadcast a message in
one shot, just by instantiating a variable in the store by the right message. The
use of a store as a medium of communication allows sophisticated message pass-
ing via logic formulas (or constraints) which is impossible in LOTOS. Also, in
LOTOS the function-definitions (theory presentations) cannot be modified.

Concurrent (Constraint) Logic Programming. Concurrent Constraint Program-
ming (ccp) [27] integrates ideas from concurrent logic programming [30] and
constraint logic programming [18]. In ccp a set of agents (or processes) commu-
nicates via a common store. These agents are defined according to the following
grammar:

A = stop | fail | ask(c) = A | tellc) = A | A+A| A|A|3IX.A | p)

where p(f ) corresponds to a procedure call. Procedure-definitions are sentences
of the form p(¥) :- A; obviously they play the same rdle as our procedures.
Nevertheless, there are noteworthy differences between the two frameworks, e.g.,
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— We found the operator of choice with priority (®) very useful for some
examples. Unfortunately this operator does not exist in ccp. However, in a
recent extension of ccp, [8], a now-then-else operator has been introduced
which can simulate the operator ®.

— A store in ccp is monotonic. This is not the case in our approach as we

allow the deletion of clauses (see e.g., Del). Some variants of ccp with non-
monotonic stores have been proposed, see e.g., [29, 9, 28, 4, 11].
In [9] an operator update,, is used to hide the name of a variable. Our Del
operator is more precise and allows us to describe for instance the example of
philosophers without special requirements on the structure of the constraint
system. In fact, the program:

phil(z) :- eat(x)
eat(z) - atell(use(x, leftfork) A use(x, rightfork)); think(z)
think(zx) - update,,(true); eat(x)

of [9] needs the following condition on the underlying constraint system
(where the x; represent the philosophers and the basic constraint are of the
form use(x;, leftfork) or use(x;, rightfork)):

use(xy, leftfork) A use(xa, rightfork) = use(xa, leftfork) A use(xs, rightfork)

= use(xy, leftfork) A use(xq, rightfork)
= false

Note that this condition in combination with the “atomic tell” (atell) is
needed to model the atomic request for two forks.
Another different approach to handle non-monotonic stores is presented in
[29, 4, 11]. This approach is based on linear logic and allows the implicit
deletion of information thanks to the semantics of the linear ask.
[28] is based on default logic. Thus, if an action is taken based on the absence
of information, it is assumed that this information will not be present in the
final result. To model non-terminating systems, the framework is extended
over time in the style of synchronous languages, i.e., a given set of processes
is executed (until termination) at every time instant.

— In our proposition, we distinguish clearly between the behaviour of processes
and goal-solving. The latter may be performed sequentially or concurrently
a la parallel-Prolog. However, this distinction is not present in ccp (nor
in the extensions we know of) where the resolution of a goal corresponds
surprisingly to the run of a process.

— State variables are necessary for many real-word applications. Unfortunately,
there is no counterpart of state variables in ccp and its extensions we are
aware of.

The logic programming language Prolog provides two “predicates” that allow
to modify the logic program by adding and deleting clauses, namely retract
and assert [26]. Obviously, they destroy the declarativity of the language: it is
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necessary to know implementation details to use them correctly (consider, e.g.,
the difference between asserta and assertz).

In Shared Prolog (SP, [6]), the “extra-logical operators” assert and retract
are interpreted as send and receive on a blackboard built of atomic formulas
(so-called “blackboard interpretation” of logic programs). An SP-program is
built from several “theories” that communicate via a multiset of atoms, called
the “blackboard”. Each theory is provided with a logic program and a set of
(guarded) rules. Whenever the guard of a rule holds, the rule is activated, i.e.,
retracts some atoms from the blackboard, starts the solving of a goal using the
logic program of its associated theory, and on successful termination adds a set
of new atoms to the blackboard. Our approach is more general, as our actions
modify stores, i.e., more than only a multiset of atoms.

Recently, another extension of Prolog close to the “blackboard interpreta-
tion” has been proposed [7] — without the need of large modifications of the
underlying execution model, namely the WAM. It provides (a family of) new
primitives for launching the concurrent solving of goals (in a (local) copy of the
current logic program). Additional primitives allow to control this new goal-
solving process, e.g., to force backtracking or termination, or to synchronise
on its result. Communication between these processes is achieved by asserting
and retracting (marked) atoms. This model has the same restrictions as Shared
Prolog. Meanwhile, [7] proposes good implementation techniques which can be
extended to our general framework.

AKL [19] introduces the notion of ports as a communication medium for pro-
cesses described in concurrent constraint logic programming framework. Prim-
itives on ports such as open_port(P,S) or send(P,m) have been introduced to
describe message passing. It is argued in [19] that the introduced port primitives
have a logical reading and preserve the monotonicity of the constraint store.
In our case, message passing can be achieved by the modification of state vari-
ables, or the addition or deletion of clauses of the (constraint) store. Since in
our framework monotonicity is not a concern, we do not need ports; they can be
implemented via state variables. Recently, the idea of ports has been extended
and integrated in the functional logic programming language Curry [15] in order
to cope with distributed applications.

Synchronous Programming. Our processes communicate in an asynchronous
manner. They can also synchronise through a rendezvous. Nevertheless, hard
real time applications do need more sophisticated synchronisation primitives
that can be found in some domain specific languages [13]. The real-time exten-
sions of our framework is under work.

6 Conclusion

We have sketched a concurrent extension of functional logic programming lan-
guages which allows to model concrete applications where concurrency is neces-
sary. In this paper, we have used many-sorted Horn clause logic with equality as
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a means to define abstract data types, functions and predicates. Of course, the
choice of this logic is not mandatory; any formalism allowing the integration of
functional and logic languages (with constraints) can be considered. Our opera-
tional semantics distinguishes clearly the rules that implement the behaviour of
processes from the rules of a traditional functional logic language. In addition,
we presented a compositional semantics that takes into account the behaviour
of the environment.

Future work includes the axiomatisation of the equivalence defined by our
compositional semantics over processes and the investigation of new proof tech-
niques for temporal logics such as (extended) LTL. Other topics are the inte-
gration of different kind of synchronisations which are needed in some real-time
applications. For these applications the integration of temporal aspects in our
framework will be mandatory. Finally, the extension of the framework to consider
systems of several stores, possibly in different languages and the generalisation
of the notion of elementary actions provide promising fields of research.

The implementation of a prototype is under progress.
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